
Systematic Review of the State of the Art Regarding the
Identification of Cancer Cells of the Leukemia Type

with Digital Image Processing
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Abstract. The present diagnosis is based on a review of the literature of several
research projects carried out on the use of tools in the detection of leukemia can-
cer. This paper presents a discussion of the existing literature to know the current
state of knowledge about the identification of leukemia using digital images and
areas of opportunity for future work are identified.
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1 Introduction

Machine learning and deep learning tools can provide alternatives regarding how medi-
cal problems are solved when giving a diagnosis to a patient. The expansion of the data
generated by our systems, the medical literature and the inefficiencies of health care
systems will require the use of the power of artificial intelligence tools [4, 31].

The integration of computational tools into medical practice, such as machine learn-
ing and deep learning, has begun to be widely used. The U.S. Food and Drug Admin-
istration of North America has tested much artificial intelligence-based software since
2017 for medical use [6, 31].

The introduction of digital pathology has revolutionized and provided many op-
portunities in the improvement of traditional pathology and opened up new research
opportunities, such as telemedicine [10, 14].

Recently, the use of digital pathology has allowed the use of machine learning
algorithms in the automation of the diagnosis of medical treatments [9, 27]. The chal-
lenges facing the use of machine learning, as well as deep learning algorithms in the
pathology, are diverse, from the digitalization of cell samples, manual labeling in case
of supervised learning, initial and maintenance costs, advanced equipment, technical
experience, and ethical consideration. However, the possible opportunities to implement
tools in pathology are quite a lot [2, 29].

Leukemia is a hematological neoplasm that confers mortality throughout different
ages since this disease includes very early ages as is the case of babies in some cases
until appearing in adults. It was estimated that there were around 350,000 thousand new
cases in 2012 worldwide [7].
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2 Works and Methods

In this article, we review the literature related to the use of machine learning and deep
learning in the diagnosis of acute and chronic leukemia, both lymphoid and myeloid.
The objective of this review was to understand current trends and limitations in the
diagnosis of leukemia. The characteristics included in the designs of the reviewed
works, techniques used, properties, as well as identification techniques of the different
types of leukemia were analyzed.

Applying the search strategies in the aforementioned databases, 30 publications
were found, which were completely reviewed and considered of great interest since
they provide information on the methodologies in their studies, as well as the results
they obtained.

The evaluation metrics used in the research reviewed in the literature varied, how-
ever, all studies gave at least one evaluation metric such as accuracy or sensitivity, which
were the most common among the diagnoses reviewed.

2.1 Machine Learning

In the literature reviewed for the identification of leukemia the largest number of studies
studied was found lymphoid leukemia as the most studied, which is done through
a database of images of the disease, goes through a pre-processing of it to obtain
better results as read in the literature which allows to obtain characteristics that better
define the cell, later reaches a classification and validation process to mention the result
obtained by the methodology used.

Fig. 1. Block representation of the methodologies used in the literature for the identifi-
cation of leukemia.

The acquisition of images in most of the diagnoses found uses a database, Image
Database (IDB). This digital image library contains two sets of data, the cells of a set
are in the original format, meaning that they are not segmented, while the cells of the
second set are already segmented.

Image analysis and pattern recognition methods have been widely used in the field
of pathological analysis to help specialists study different cell patterns in microscopic
images.

There are different types of cells available in the diagnosis made in the blood smear
or tissue sections. These include red blood cells, white blood cells, and platelets. They
all exist in different types with different characteristics of shape, color, and texture. The
diversity of the cells, the existence of staining artifacts and complex scenes, are some of
the examples presented to the specialist to determine the type of leukemia that a patient
could suffer when reviewing the samples obtained.
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Overlapping or clustering of cells could cause segmentation problems, as well as
variations in color, contrast, and background due to non-standard staining techniques
applied to leukocytes, different thicknesses and lighting conditions [16].

Leukocytes tend to migrate to tissue sections of blood vessels to eliminate harm-
ful agents and begin the healing process [18]. Leukocytes are divided into two main
categories according to the structure of the nuclei: polymorphonuclear cells (granular),
mononuclear cells (non-granular) Granulocytes have granules in their cytoplasm and
are of three types: neutrophils, basophils, eosinophils.

On the other hand, lymphocyte and monocyte cells are non-granular cell types, since
they have only one nucleus. It should be mentioned that leukocytes have no color, but
they acquire it when they are stained with chemicals to make them visible under the
microscope [22], as can be seen in Fig. 2.

Fig. 2. Representation of white blood cell cells, (a) neutrophil, (b) basophil, (c)
eosinophils, (d) monocyte, and (e) lymphocyte [5].

To highlight the colorless leukocytes available in the tissue section or the blood
smear, special types of dyes or chemicals are used, and this process is known as staining.
The different types of methods used for staining are: Wright staining [33].

Photomicrographs of the tissue section or blood smear may have variations in their
color intensity due to the concentration of staining, aging of the staining solution or
stained slides, to name a few.

Images of blood smears or tissue sections for clinical and preclinical analysis are
widely acquired through bright field microscopy. Image quality is also affected by the
use of various types of illuminators such as LED, HBO and XBO [3]. The included
works used different approaches to carry out their preprocessing of their databases. The
methodology used in the most common cell segmentation algorithm was the recognition
of patterns such as geometric or texture, followed by threshold-based methodologies
such as Otsu.
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Table 1. Different characteristics used to identify leukocytes mentioned in the literature.

Article Number
of
images

Feature Extraction
Method

Clasificator Subtypes of cancer cells
identified

[17] 98 Area, perimeter and
circularity of the
lymphocyte nucleus

SVM (Support Vec-
tor Machine)

2 classes, normal lymphoid
and diseased lymphoid

[18] 220 Gaussian approach,
Otsu algorithm,
geometric, center
and radius of the
cells.

MCA (Center point
circle algorithm)

2 classes, monocytes and
neutrophils, both sick

[19] 106 Segment the white
blood cell, HSL color
space,

K-means clustering 2 classes basophils and lym-
phocytes, both sick

[20] 108 Color-based method
with search engine of
the nearest neighbor
with Euclidean dis-
tance.

SVM 2 classes, diseased lympho-
cytes, lymphocyte 1, lym-
phocyte 2 and lymphocyte 3

[21] 149 Color, geometry and
texture analysis

SVM 2 monocyte and neutrophil
classes.

[22] 108 Color (green),
Otsu?s, morphologi-
cal operations.

Hough circular
transformation

3 classes sick lymphocytes,
lymphocyte 1, lymphocyte
2, lymphocyte 3

[23] 300 Color spaces, RGB,
HSL, CMYK

K-means clustering basophilic and monocyte
classes both sick.

[24] 288 Characteristics of
some blood cell
flow cytometry
data provided by
Beckman-coulter
corporation.

SVM 4 normal and sick monocyte
classes, healthy and diseased
neutrophils.

[25] 150 Geometric and tex-
ture characteristics.

SVM y K-PCA 3 monocyte, basophilic and
eosinophilic classes all sick.

[26] 160 Characteristics of
color space and
geometries.

K-means y SVM 4 classes basophils and neu-
trophils sick and healthy.

[27] 150 Characteristics
geometries.

KNN y linear Bayes
normal

3 classes diseased lympho-
cytes, lymphocyte 1, lym-
phocyte 2 and lymphocyte 3

[28] 256 Statistical and texture
characteristics.

EMC-SVM 4 monocyte, lymphocyte,
basophil and eosinophil
classes all sick.
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[29] 166 Statistical character-
istics

ELM, RVM 6 monocyte, lymphocyte
and basophilic classes, sick
and healthy.

[30] 108 Characteristics
geometries.

k-nearest neighbor 3 classes, diseased lympho-
cytes, lymphocyte 1, lym-
phocyte and lymphocyte 3.

[31] 65 Color and morpho-
logical space

SVM 3 classes, basophilic, neu-
trophils and lymphocyte all
sick.

[32] 138 Statistical, texture
and geometric
characteristics

SVM 2 classes, basophilic, sick
and healthy.

[33] 145 Characteristics of
color space

Bayesian 2 classes basophilic and
eosinophil.

[34] 168 Geometric character-
istics and statistics

SVM 4 classes, neutrophils,
basophilic, eosinophils and
lymphocyte.

[35] 222 Geometric character-
istics and statistics

k-nearest neighbor
and SVM

4 classes, monocytes,
basophilic, neutrophils and
eosinophil

[36] 480 Morphological char-
acteristics

Neural network 6 classes, monocytes, lym-
phocyte, basophilic, healthy
and sick

[37] 568 Color spaces Deep neural net-
work

4 classes monocytes, ba-
sophilic, healthy and sick

[38] 345 Geometric, color Bayesian networks 3 classes lymphocytes sick
[39] 440 Statistics Neural network 6 classes lymphocytes,

monocytes, eosinophil,
healthy and sick

[40] 560 Features, geometric,
color.

SVM, k-means 4 classes monocytes, ba-
sophilic, healthy and sick

[41] 380 Texture, geometric,
color

Neural network 4 classes lymphocytes
healthy and sick

Most of the works reviewed in table 1 usually segment both the nucleus and the
cytoplasm, few studies carry out segmentation in the nucleus of the cell. In the reviewed
diagnoses there is not much difference in the evaluation metrics given, from the models
in those works that only segmented the nucleus and the cytoplasm to those that only
segmented the nucleus. At the time of extracting characteristics, geometry or texture
techniques were used.

Some factors that play an important role in the accuracy and classification of leu-
kemia, is how cells are segmented, as well as representations of characteristics used.
Characteristic representations must contain useful information, while robust, the back-
ground, color, size, location or uneven illumination of the images. Feature extraction
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representations have been used with different machine learning techniques to classify
cells in the blood.

Color and lighting variations can reduce the efficiency of the manual or automated
identification system that can lead to a skewed analysis. Therefore, these images should
be normalized to minimize variations. This facilitates the best segmentation and, con-
sequently, improves classification accuracy [1]. Several methods of leukocyte classifi-
cation are proposed in grayscale images that eliminate the need to normalize color but
lead to loss of cell color information.

2.2 White Blood Cell Segmentation

In general, the segmentation process involves the removal of leukocytes from the back-
ground of the image which then presents a noisy background, where the cell is located,
which makes the most vital process difficult. For tissue section images, segmentation
becomes more complex due to its complex morphological structures, variable staining,
lighting variations, out of focus image components and variability in objects of interest
[20].

Cellular segmentation methods can be classified into threshold-based methods [19,
23], methods based on pattern recognition [17], deformable models [12] and metaheuristic-
based methods [11, 30].

Threshold methods have also been used as previous steps to locate expected cell
locations. Hamghalam [21] used the Otsu threshold method [24] to detect the precise
limit of the nuclei in the peripheral blood smear images before applying the active
contour method for the detection of the cytoplasm limit [13].

Table 2. Methods of cell segmentation.

Article Category Subcategory Description
17, 18, 19, 20, 21, 22,
23, 34

Thresholding based
method

Watershed, Otsu
threshold method,
growth region

Fast and reliable meth-
ods for uniform but
consistent images

25, 26, 27, 30, 31, 34,
35, 36

Method based on pat-
tern recognition

SVM, ANN, k-means
clustering algorithm,
fuzzy c-means

Categorized as unsu-
pervised or supervised
methods. Unsupervised
methods produce poor
results for images that
have a complex.

28, 29 Methods metaheuristics 10 point, bold The segmentation
problem is considered
an optimization
problem and they
tried to find the global
optimum to segment
the objects.

74

José de Jesús Moya, Manuel Martin

Research in Computing Science 149(4), 2020 ISSN 1870-4069



Other variants of threshold-based methods are region-based methods and watershed
methods. The performance of the region-based methods is based on the image intensity
information. In the region’s growth methods, the connected regions of the image are
found using seed points and predefined pixel intensity information or border informa-
tion [28].

In general, seed points are selected manually, which is a major disadvantage of
regional cultivation methods [25]. Bread and cabbage [8] used the entropy-based region
growth method for leukocyte segmentation. In this work, the regions of interest (of its
acronym in English ROI) were located using the special color, and then the entropy of
the regions was continuously improved by the expansion of the ROI.

Since leukocytes in microscopic images can be treated as objects, pattern recogni-
tion methods can be used to perform segmentation that can be classified as unsupervised
or supervised methods.

Unsupervised methods, also known as grouping methods, extract the objects from
the data itself. On the contrary, supervised methods use learning-based methods to
classify objects. Clustering methods divide the n objects into k groups using the op-
timization of a criterion function designed for a particular problem. The most used
methods in this context are the k-means [26], the diffuse c-means [15].

2.3 Leukocyte Feature Extraction

The outstanding characteristics of the objects to be analyzed are generally used for
classification. In microscopic images for the classification of healthy or diseased cells,
most of the recent literature focused on texture, size and shape characteristics [26, 32].
In addition to these characteristics, methods based on principal component analysis
(PCA) have also been used for feature extraction [8, 26]. In general, the characteristics
used in leukocyte analysis can be grouped into geometric characteristics and texture
characteristics as shown in table 3.

Table 3. Characteristics used to classify leukocytes.

Article Category Features used
17, 18, 19, 20, 21, 22,
23, 24, 3031, 32, 33

Geometric features Area, radius, convex
area, perimeter
form factor,
concavity, elongation,
circularity, symmetry,
rectangularity,
area ratio, solidity,
compactness, concavity

26, 27, 28, 30, 31, 32,
33, 34, 41

Texture characteristics Variance, standard
deviation, correlation,
entropy, color, mean,
homogeneity, energy,
smoothness
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For cell discrimination, geometric characteristics play a vital role as they describe
the structure and size of leukocytes. The area and perimeter of the leukocytes are the
characteristics used to represent the size of the cells, while the shape characteristics
can be grouped into characteristics based on regions and boundaries. To extract the
characteristics, the cell image is converted into a binary image where the pixels of the
cell are represented with a non-zero value.

The characteristics of shape and size are briefly analyzed below:

– Area: the area of the cell is represented by the total number of non-zero pixels
within the cell limit.

– Area ratio: the area ratio is defined as the ratio between the number of pixels in the
cytoplasm and the number of pixels in the nucleus.

– Convex area: in some cases, the convex hull is calculated, and its area is called the
number of pixels within its limit.

– Symmetry: symmetry represents the difference between lines that are perpendicular
to the axis greater than the cell limit in both directions.

– Concavity: Concavity is defined as the extent to which the actual limit of a cell is
within each chord between non-adjacent limit points.

– Elongation: elongation is the measure of the relationship between the maximum
distance and the minimum distance from the center of gravity to the core limit.

– Number of lobes: nuclear polymorph cells have a different number of nuclei (lobes)
in their cytoplasm that can be used as one of the most prominent features for cell
sorting.

– Orientation: the angle between the x axis and the major axis of the cell is known as
orientation.

– Circularity: the circularity of the cell is defined by the ratio of the perimeter of the
narrowest bounding circle to the perimeter of the cell.

– Rectangularity: the rectangularity of the core is represented as the ratio between the
perimeter of the narrowest bounding rectangle and the perimeter of the core.

– Perimeter: calculated by measuring the sum of the distances between successive
limit pixels.

The different properties mentioned were used by different researchers for leukocyte
differentiation [1, 5, 20, 23, 33]. These characteristics also play an important role in
reducing different noisy elements present in the images. Piuri and Scotti [15, 21] used
13 different characteristics for the identification of leukocytes in blood smear images.
But most researchers used texture features along with geometric features to increase the
accuracy of the classifier.

3 Discussion

Leukemia is a major hematological malignancy, with high prevalence and incidence,
leukemia diagnosis is facing multiple changes.

Leukocytes classification is the complex process for computer systems as compared
to human observer which has motivated the researchers to study this field in the per-
spective of artificial intelligence.
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Automated leukocytes classification can help the pathologists in the disease identi-
fication and drug development. Although, a significant amount of work has been done
in this field in past two decades, there are still some challenges which lead to lower
accuracy of cell classification.

Majority of the included studies in this review used supervised learning algorithms.
A drawback of using supervised learning in pathology is the need to label samples
which is time-consuming and might introduce errors. A solution to that would be to use
unsupervised learning methodologies, in which the patterns are determined by the data
itself.

One of the major problems in the analysis of tissue section images is its complex
morphological structure. It is difficult to differentiate leukocytes from other histological
structures such as cells of hair follicles and basal cells of epidermis, red blood cells
and other artifacts produced during processing and staining. Another limitation is the
variability in the shape of leukocytes mainly due to the plane of sectioning and age of
leukocyte in the inflamed tissues, which impose criticality in cell identification.

4 Conclusions

Automated diagnostic studies used a variety of segmentation methodologies of both
the nucleus and cytoplasm. The most used method was the method based on pattern
recognition, with diffuse c-averages as the most used methodology. Fuzzy c-mean has
proven to be more accurate than the grouping of k-means according to the literature
investigated. All studies have extracted geometric and texture characteristics. The in-
cluded studies represented many limitations in research, both in machine learning and
in deep learning. These limitations include issues such as sample size, generalization
and prospective analysis.

The models presented in this work will reach high accuracy, commonly more than
90%. This is a very common result in the field of machine learning and deep learning re-
search in the field of research that was on cancer cells. This can be attractive; However,
it can pose different problems. First, the models presented in this review are generally
based on a small sample size and, in many studies, the data come from a single center,
which raises the question of how machine learning models are proposed. Therefore,
these studies must use more robust databases that will need records and large digital
libraries with the ability to avoid the limitation of overfitting.
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